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Abstract

Incomplete scenario is a prevalent, practical, yet challenging set-
ting in Multimodal Recommendations (MMRec), where some item
modalities are missing due to various factors. Recently, a few efforts
have sought to improve the recommendation accuracy by exploring
generic structures from incomplete data. However, two significant
gaps persist: 1) the difficulty in accurately generating missing data
due to the limited ability to capture modality distributions; and 2)
the critical but overlooked visibility bias, where items with missing
modalities are more likely to be disregarded due to the prioritization
of items’ multimodal data over user preference alignment. This bias
raises serious concerns about the fair treatment of items. To bridge
these two gaps, we propose a novel Modality-Diffused Counterfac-
tual (MoDiCF) framework for incomplete multimodal recommenda-
tions. MoDiCF features two key modules: a novel modality-diffused
data completion module and a new counterfactual multimodal rec-
ommendation module. The former, equipped with a particularly
designed multimodal generative framework, accurately generates
and iteratively refines missing data from learned modality-specific
distribution spaces. The latter, grounded in the causal perspec-
tive, effectively mitigates the negative causal effects of visibility
bias and thus assures fairness in recommendations. Both modules
work collaboratively to address the two aforementioned significant
gaps for generating more accurate and fair results. Extensive ex-
periments on three real-world datasets demonstrate the superior
performance of MoDiCF in terms of both recommendation accu-
racy and fairness. The code and processed datasets are released at
https://github.com/JinLi-i/MoDiCF.
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Figure 1: Examples of visibility bias. (a): Exposure of incom-

plete items is largely suppressed compared to complete sce-

narios. (b): Suppression aggravates as missing rates increase.
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1 Introduction

Multimodal data has recently shown massive growth across var-
ious multimedia applications, including social media, news and
e-commerce platforms [37]. To address information overload and
help users discover interesting items, Multimodal Recommenda-
tions (MMRec) [5, 21, 23, 61, 62] have emerged as a prevalent re-
search topic. MMRec integrates items’ diverse modalities (e.g., item
images, review texts) into user preference modeling, thereby de-
livering more accurate recommendations. However, most MMRec
methods heavily rely on the assumption that all modalities are
complete (i.e., fully observed) [1], which doesn’t always hold in the
real world. Factors like privacy concerns, data sparsity, and acquisi-
tion costs often result in incomplete items, with some modalities
missing. This poses a significant challenge to existing methods, as
they struggle to exploit useful information from limited data.

In recent years, a few efforts [1, 20, 29, 39] have been made
to handle incomplete data in MMRec. Among them, two primary
strategies have been researched: 1) data completion, which aims
to recover missing data using different imputation methods, such
as autoencoder [39], feature propagation [29], clustering-based
hypergraph convolution and cross-modal transport [20], and 2)
modality-invariant learning [1], which aims to learn inherent con-
tent preferences that is invariant to modality missing.
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Despite achieving promising accuracy improvements, we iden-

tify two major gaps confronted by these existing methods. Gap 1:
they often struggle to accurately recover multimodal missing data due
to their limited capability in capturing modality-specific distributions.
Existing methods typically focus on learning generic data structures
without explicitly exploring data distributions within each modality
and their differences across modalities [4]. This is particularly cru-
cial in incomplete MMRec, where severe information loss disrupts
data structure learning [8], and, moreover, high heterogeneity com-
monly exists across modalities [19], making the learning process
more challenging. For instance, the appearance image and descrip-
tion texts of an item may convey similar semantics but belong to
distinct distributions. Failing to accurately capture such modality-
specific distributions can greatly diminish data completion quality,
leading to suboptimal recommendation performance [21]. Recently,
diffusion models [2, 12, 46] have gained widespread attention for
their ability to capture complex data distributions. Though several
diffusion-based recommendation methods have been developed
[26, 56], they are not applicable in incomplete MMRec due to their
unimodal design and inability to handle incomplete data. Thus,
there is an urgent need for a specifically devised diffusion module
tailored for modality completion in MMRec to fill this gap.
Gap 2: they largely overlook a critical fairness issue, namely the
visibility bias of items. This bias refers to the phenomenon that
items with missing modalities are more likely to be overlooked
or receive less exposure from recommenders, regardless of their
genuine alignment with users’ preferences. As an example in Fig-
ure 1 (a), the exposure of items in the Baby dataset by an existing
MMRec method, MMSSL [48], significantly decreases in incomplete
scenarios, confirming the existence of visibility bias. Moreover, Fig-
ure 1 (b) shows that as the data missing rate increases, the number
of suppressed items rises rapidly, indicating a growing severity of
visibility bias. This bias often leads to the unfair treatment of items
and, consequently, inaccurate and biased recommendation results.
For example, on e-commerce platforms, niche or artisan products
may have limited visual content, which reduces their visibility and
sales opportunities. This not only affects the sellers but also de-
prives the users of potentially better-suited products. Such critical
yet overlooked bias demands careful attention and a targeted so-
lution. However, addressing it is a non-trivial task that requires a
special focus on the causal impacts [30] of incomplete multimodal
content on recommendation outcomes. Most existing debiasing
methods [34, 47] overlook incomplete scenarios and fail to identify
the unique cause of visibility bias. Therefore, they are not ready to
address this particular problem.

To this end, in this paper, we propose a novel Modality-Diffused
Counter-Factual (MoDiCF) framework for incomplete MMRec to
address the two aforementioned significant gaps. MoDiCF features
the following two well-designed modules. 1) Modality-diffused
data completion module. Built within a generative framework,
this module excels at capturing and generating missing modalities
from complex modality-specific distributions. To effectively har-
ness cross-modal correlations and inject them into the diffusion
process, we introduce modality-aware conditioning. It provides
complementary modality information to enhance modality-specific
distribution learning and facilitate cross-modal alignment. Addition-
ally, we devise a novel iterative refinement strategy to continuously
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update and improve the generated missing data, further enhancing
the quality of data completion. 2) Counterfactual multimodal
recommendation module. In this module, we perform counter-
factual adjustments on the MMRec process to mitigate the visibility
bias and deliver accurate and fair recommendations. We first exam-
ine the visibility bias problem through a causal lens and identify its
root cause as an over-reliance on multimodal content rather than
user-item preference alignment. Based on this insight, we design
this module with two sub-modules, a multimodal recommender and
a multimodal item predictor. The former serves as a standard MM-
Rec model, which leverages completed multimodal data to predict
user-item matching scores. The latter focuses on estimating item
ranking scores based on multimodal data only, thus disentangling
the effects of visibility bias — specifically, the tendency to suppress
items simply due to incomplete multimodal data. By integrating
the results from these two sub-modules with counterfactual infer-
ence, visibility bias can be effectively mitigated. These two modules
work collaboratively to improve both recommendation accuracy
and fairness of incomplete MMRec.

In summary, the main contributions of this work are as follows:
e We propose a novel modality-diffused counterfactual framework

for incomplete MMRec to generate accurate and fair recommenda-

tions by effectively addressing data incompleteness and visibility
bias issues.

o We devise a novel modality-aware diffusion module to accurately
generate data for missing modalities, guided by multimodal con-
ditions. This module excels at capturing complex data distribu-
tions and ensuring cross-modal consistency compared to existing
incomplete MMRec methods.

e We design a new counterfactual multimodal recommendation
module to effectively identify and mitigate visibility bias through
counterfactual inference.

Our proposed framework could be easily instantiated into vari-
ous specific models by taking them as the multimodal recommender,
see Section F for more details. Evaluations on three real-world
datasets show that our model significantly outperforms state-of-
the-art methods in both recommendation accuracy and fairness.

2 Related Work

Multimodal Recommender Systems. Multimodal recommender
systems [3] have garnered significant attention. The key challenge
lies in how to effectively utilize diverse multimodal content [13, 58]
and explore modality-specific user preferences. To address this,
Graph Neural Networks (GNNs) have been extensively researched
[9, 49, 50, 59] to encode multimodal content into latent features.
However, most existing methods struggle with incomplete data. A
few efforts have been made to tackle this by recovering missing
modality features [20, 29, 39]. Alternatively, some others have fo-
cused on learning users’ inherent preferences [1], which remain
invariant despite data missing. Nonetheless, they still face two
significant gaps: 1) the difficulty in accurately generating missing
data, and 2) the inability to mitigate visibility bias, a critical yet
overlooked fairness issue in practice.

Diffusion-based Recommender Systems. Diffusion models have
made substantial progress in data reconstruction [65], generation
[51, 52] and denoising [12]. This promotes their integration into
various recommendation tasks such as outfit recommendations
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(@)
Figure 2: Causal graph for (a) RS, (b) MMRec and (c) incom-
plete MMRec. U: user features, I: item features, M: matching

features, Y: ranking scores, X;: multimodal data. The dashed
lines indicate the missing modalities.

[55], point-of-interest recommendations [25, 31] and sequential
recommendations [22, 26, 27, 53, 56]. In the realm of MMRec [57],
Jiang et al. [14] use a graph diffusion model to improve multimodal
alignment and enhance performance by embedding multimodal
information into the user-item graph. Despite these advancements,
there remains a lack of a well-designed diffusion module to capture
multimodal correlations and handle incomplete data in MMRec.
Our work aims to address this crucial shortfall.

Counterfactual Debiasing in Recommender Systems. Counter-
factual inference [30, 36], as one of the powerful causal techniques,
is used to explore and intervene in the causal relationships of under-
lying biases in hypothetical scenarios. This approach has demon-
strated significant value in building trustworthy Recommender
Systems (RSs) [16, 41-44], particularly for debiasing [6, 18, 45, 47].
In MMRec, a few counterfactual methods have been proposed re-
cently. For instance, Shang et al. [34] address the bias stemming
from the dominance of modalities, while Li et al. [17] reduce spuri-
ous correlations from user-uninteracted items. However, a critical
visibility bias remains underexplored. This gap calls for an in-depth
causal analysis of how incompleteness potentially impacts MMRec
mechanisms, a need that has yet to be addressed.

3 Problem Formulation

Let U denote a set of Ny users, 7 denote a set of Ny items, we
represent the user-item interaction matrix as Y € RNUXNI e
have Y, ; = 1 if user u € U has interacted with item i € 7, and
Yu,i = 0 otherwise. In the multimodal setting, each item has M
modalities, represented as X™ = {X;." }ffl, where x:” € R9m is the
m-th modality with a dimension d,, = 128 and m € [1, M]. The
goal of MMRec is to predict the matching score Y, ; between u
and i. Beyond this, we consider two significant issues: 1) missing
modalities, and 2) visibility bias.

Missing Modalities. Different from complete items, which have
all modalities present, items in practice are often associated with
missing modalities. Here, we consider a generalized case where
each item may randomly have i € [0, M — 1] modalities missing.
This means the degree of incompleteness varies across items, but
at least one modality is observed per item. We define an indicator
matrix E € {0, I}N'XM to record incompleteness, where E; ,, = 0
indicates missing modality and E; ;,, = 1 otherwise. Thus, we have
the observed set and missing set &7} = {i|E;m = 1} and & =
{i|Ei,m = 0}. Accordingly, multimodal data can be split into X ég =
{x"li € &3} and Xy = {x{"|i € &} with X™ = X7P U X
Note that, for X™., we initialize them with 0 € R%m

ms>
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Visibility Bias. To analyze visibility bias from a fundamental
causal perspective, we first formulate the MMRec problem as a
structural causal model [30] in Figure 2 (b). Three causal relations
are observed: 1) {Xi}?zl — I indicates the integration of multi-
modal data into item features; 2) U,I — M indicates the learning of
user-item preference matching; and 3) M — Y represents the pre-
diction of ranking scores based on matching features. While in an
incomplete scenario of Figure 2 (c), an additional causal pathI* — Y
emerges. This forms a shortcut to generate recommendations, in-
stigating the model to prioritize items’ multimodal data over user
preference alignment. Hence, incomplete items can hardly compete
with complete ones, leading to reduced exposure and visibility bias.

4 The MoDiCF Framework

The proposed MoDiCF framework, as shown in Figure 3, consists
of two key modules: a Modality-Diffused Data Completion (MDDC)
module and a CounterFactual Multimodal Recommendation (CFMR)
module. For incomplete items, the framework first maps the ob-
served data into latent spaces and learns modality-specific distri-
butions through a diffusion process. Particularly, modality-aware
conditions are injected to guide the learning and ensure cross-modal
consistency. Then, missing modalities can be generated from the
learned distributions and refined iteratively. Based on the com-
pleted multimodal data, the CFMR module is devised to address
visibility bias with two sub-modules, i.e., the multimodal recom-
mender and the item predictor. By drawing on causal insights, we
can effectively disentangle the negative effects of visibility bias
using the item predictor and eliminate them from the multimodal
recommender’s results. These modules are trained collaboratively
to deliver more accurate and fair recommendations.

4.1 Modality-Diffused Data Completion Module

This module generally follows the prevalent DDPM paradigm [12]
for high compatibility and extensibility. However, it is tailored for
multimodal data completion with two specific designs: 1) diffusion
with modality-aware conditioning to incorporate cross-modal cor-
relations; and 2) iterative refinement to progressively enhance the
generated data and reduce ambiguity from missing information.

4.1.1 Diffusion with Modality-aware Conditioning. As shown in
Figure 3, we consider the diffusion process independently for dif-
ferent modalities, as they follow distinct distributions. For the m-th
modality, we first encode the observed data X™ into a latent space
"¢ and thus obtain a set of latent repre-
sentations (VO'I')’. A diffusion process is then trained in this latent
space to capture modality-specific distributions through a series of
forward and reverse steps. Starting with v | the forward process

using a latent encoder E

ob,0’
transforms the original modality distribution into Gaussian noise

over T steps (we set T = 1000 following [12]), formulated as:

T
m m _ m m
a0 Vano) = [ [ 4V Ives, o)
t=1 (1)
a0V Vobe—1) = N(voh s V1 = Brvgy oy, Be),
where ¢t € [1,T] and f1, - - -, fr are a predefined variance schedule.
In the reverse process, the goal is to recover V;’{) o from PG(VZ{, 7)-

However, due to incompleteness, the lack of sufficient observable
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Figure 3: The MoDiCF framework comprises two key modules: a modality-diffused data completion module and a counterfactual
multimodal recommendation module. The former is devised to generate data for missing modalities from captured modality-
specific distributions, guided by modality-aware conditions. The latter aims to address visibility bias from a causal perspective.

samples can lead to severe information loss. More importantly, uni-
modal diffusion often fails to achieve semantic consistency across
different item modalities. To address these, we introduce a novel
modality-aware condition mechanism to guide the diffusion.
First, features from other modalities of items in 8[’)’,’7 are gathered as

VI = {v{|i € 8(”",j =1,---,M,j # m}. Then, they are integrated
using a fusion network fcp, producing modality-aware conditions

Cn o- Instead of directly learning py (Vob ‘- 1|vob ;)» we present a
modality-conditioned model Oy, to take complementary modality

information into account, formulating the reverse process as:
o?l), (2)

PO IV V) = NCVTS i (V5 V2 1),

where v([ ; is the condition at step ¢, and crtz is the variance [12].

The mean g (V7 t) is computed using the following pa-

ob,t’ cn t
rameterization strategy:

A (gm _ B m  m

\/E (Vob,t ﬁl*&[ ecn (Vob,t’ VCn,t’ t))3 (3)
where a; = 1 - f;, a; = ]_[f:1 a;i, and €, is a neural network
based on the U-Net architecture [12, 33] to predict ¢ ~ N(0,I). To
reinforce the integration of conditions, we perform attention-based
[38, 46] condition fusion in €cy. Assume the representations of v/

() m(1)

cnt

W(Ql))'l'( m(l)W(l))) (

m m —
Ijem (Vob,t’ VCn,t’ t) -

ob,t

and vCn ; in the [-th layer of ey are v and v we have:
m(l)

fuse,t

m(l)
ob,t

m(l)

A% Cn,t

()
wihy,
(4)
Wg) and Wg ) are learnable parameters, and d M is

m(l)
fuse,t

= softmax (

o

where Wg),

the dimension of the [-th layer. The fused representation v is
then forwarded to the next layer.

After this modality-aware diffusion process, a latent decoder
Dgilff is applied to map latent representations back to the original
modality space. The loss objective for this module £ g;¢ is composed

of two terms: the diffusion loss Ly, and the reconstruction loss
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Lrec, balanced by a; (the value is set as Table 4 in the Appendix).
The loss objective is defined as:

Lair = Lam + @1 Lrec, (5)
Lom =Bre [lle = cen (V2 v O] ©
Lree = B (1D (Bl () =% 13] . ()

4.1.2 lterative Refinement. Besides the modality-aware conditions,
another notable difference between our method and existing diffu-
sion models [1, 12, 26, 55] is the iterative refinement strategy we
propose. This allows us to leverage both complete and incomplete
items during training, and progressively refine the quality of gen-
erated data. We begin by initializing missing modalities X[, with
zero vectors, and then apply the modality-aware diffusion process
to learn modality-specific distributions. Next, we aim to perform
diffusion generation to update incomplete modality data. Specifi-
cally, for the m-th modality, we draw Gaussian noise VI’ﬁS,TS from
N(0,]). Similar to the reverse process, we gather representations
from other modalities and inject modality-aware conditions v T
into the generation process for guidance. For each sampling step
t =T, -+, 1, we use the following generation process to recover
missing representations:

m

m
v, ms,t

_ 1
ms,t-1 " Vo (v
where z ~ N(0,I) if t > 1, and z = 0 otherwise. To accelerate
the generation process, we apply an efficient sampling strategy
from [35]. The generated missing modality X[ is then obtained by
decoding v with the latent decoder Dm By replacing each x7%

- L en(v™ v 1)) oz, (8)
Vi-a; > d

with X7 and repeatmg these steps throughout the training, newly
recovered data continuously participate in the diffusion process
and effectively reduce the ambiguity due to missing information.
In this way, the quality of modality completion is progressively
refined for improving MMRec performance.
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4.2 Counterfactual Multimodal
Recommendation Module

Building upon the well-designed MDDC module, we can effectively
generate complete multimodal data for recommendations. How-
ever, visibility bias remains unaddressed, as it arises from inherent
mechanisms within incomplete MMRec. Since data-driven meth-
ods usually fall short in identifying the root causes of underlying
biases [16], we shift to a causal perspective for resolution. In this
module, we integrate counterfactual inference into MMRec process
to deliver accurate and fair recommendations.

Following counterfactual inference, we aim to explore this hy-
pothetical question: what would the ranking scores (Y) be if items
(I) were incomplete and visibility bias emerged? This suggests us to
measure the causal effects on the outcome variable Y by changing
the treatment variable I from the current complete scenario, I = i, to
a hypothetical scenario, I = i*, where incompleteness and visibility
bias exist. This is known as the Total Effect (TE) [30, 47]:

TE=Y;M; — Yi* Mps (O]

where Y; v, and Y;+ M. are respectively the values of ranking scores
under two different scenarios: I = i and I = i*. However, as we may
recall from Section 3, both the direct path I — Y and the indirect
pathI — M — Y contribute to TE. The former is the root cause
of the visibility bias while the latter is desired for accurate and
fair recommendations. To disentangle visibility bias, we decom-
pose TE into the Natural Direct Effect (NDE) and the Total Indirect
Effect (TIE), capturing the effects of direct and indirect paths, re-
spectively. Therefore, addressing visibility bias is now formulated
as eliminating NDE from TE and focusing on the learning of TIE:

NDE =Y;m,. - Yi-M,., TIE = TE — NDE = Y;m, — Yim,.. (10)

Based on this insight, we design a novel CFMR module with two sub-
modules, namely a multimodal recommender and an item predictor.
The former predicts ranking scores based on user-item matching
features while the latter only relies on multimodal data to directly
measure the negative effects of visibility bias. Their predictions are
then aggregated following Eq. 10 for debiasing.

4.2.1 Multimodal Recommender. Motivated by the recent success
[48, 50, 64] of graph representation learning in MMRec, we present a
multimodal recommender which incorporates multimodal features
into user-item graph learning. Specifically, we first construct a user-
item graph G = {(w,i)|lu € U, i € I} by taking users and items
as nodes, and user-item interactions Y, ; as edges. Based on the
completed multimodal data X™, we extract latent representations
pym = {v;”, cee ,V]’\'}I} for each modality using a latent encoder,

where v{" € R4, d is the dimension of the latent space. For each
modality, we derive modality-aware user and item features from
latent representations via:

V= Saen VEIVINGL = Spen, v VINGL (1)

where N, and N; are the neighborhood sets of users and items
in G. Then, we learn a modality-aware user-item interaction ma-
: m : : m _ i (oM oM
trix Y for the m-th modality, by calculating Yu,l. = sim (V] Vi ),
where sim(-, -) is the cosine similarity. Based on this, we perform
information aggregation for user and item ID embeddings e,, € Ey
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and e; € Ej with the following:

el = Taeny €a/VING'L €' = Tpenmep/{[INIT - (12)

where N;J* and N[™ are the neighborhood sets derived from Y.

To further improve representation learning, we perform the
multi-head self-attention mechanism [38] to learn cross-modal cor-
relations. Given H attention heads, the attention mechanism can
be formulated as:

am —

H
e Z],lel || softmax (13)
h=1

mWO)T - (erWK) | el

1
vari

where WQ, WK are learnable parameters of query and key trans-
formations. Then, multimodal embeddings are integrated with the
mean-pooling strategy &, = Z%[:l €' /M. The corresponding item
embeddings can be obtained analogously. Meanwhile, to capture
high-order connectivity patterns, we perform recursive message
passing to refine the embeddings:

S 2 (14)
where By is initialized as E?J = E(_]+UEU/||EU ||%, n is a hyperparam-
eter with its value in Table 4 and Eyy = [&1, - - - , €ny, . After L layers
of updating, we integrate the embeddings of each layer through
E, = ZIL:1 Eg) /L. The resulting user embeddings are obtained by
f, =é,+ 52%:1 VI /|IV7|2, where § is the hyperparameter of
fusion weight, whose value is specified in Table 4. Item embed-
dings can be computed analogously. Consequently, the interaction
between user u and item i is predicted through ¢, ; = £, f;.

The training objective of multimodal recommender includes two
parts: cross-modal contrastive learning and interaction prediction.
The former injects additional self-supervised signal [48] into MM-
Rec and is trained with the following loss function:

exp(sim(fy.e;'))

Lo =-3M ZuNfl log SN

U (exp(sim(fy.ef?))+exp(sim(efe)))

(15)
The latter focuses on the prediction of user-item interactions, which
is supervised by the Bayesian Personalized Ranking (BPR) loss [32]:

-EBPRu,i = ]%PR(gu,ip, Uu,i,) = — Zl(i[l!p,in) log (Sigm(gu,ip - gu,in)),

(16)
where i, and iy are positive and negative items for u, and sigm(-)
is the sigmoid function.

4.2.2  Item Predictor. Following the causal graph in Figure 2 (c),
we design a straightforward yet effective item predictor Ojte to
estimate the effects of visibility bias by predicting interactions
based on multimodal data of items only. Specifically, we first ex-
tract multimodal representations through latent encoders, and then
concatenate them to feed into a predictor it In this paper, we
adopt a simple MLP with the LeakyReLU activation function [7] to
predict ;. We also perform the BPR loss to supervise the training
of the item predictor, defined as Lgpr; = fpr (Ji s Din ). During the
training stage, we combine the BPR loss components from the mul-
timodal recommender and item predictor together with a balance
parameter o (the value is set as Table 4): Lppr = LBpR,,; +®2-LBPR; -
During the inference stage, we follow the counterfactual inference
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Table 1: Statistics of multimodal datasets, with multimodal
content Visual (V), Acoustic (A) and Textual (T).

Dataset #Users #Items #Interactions Modalities Sparsity
Baby 19,445 7,050 139,110 vV, T 99.899%
Tiktok 9,319 6,710 59,541 VA, T 99.904%
Allrecipes 19,805 10,067 58,922 vV, T 99.970%

in Eq. 10 to adjust the predictions by eliminating NDE from TE:
(17)

where y represents the value of §j,,;+ in the counterfactual scenario,
which is usually chosen empirically [47]. As a result, we can effec-
tively alleviate the negative effects of visibility bias and generate
accurate and fair recommendations.

Yu,i = Ju,i * sigm(f;) — y = sigm(7;),

4.3 Optimization

The overall objective of MoDICF is to jointly optimize the MDDC
module and the CFMR module. The overall objective is

L = Ly + Lapr + 1 Lcr + 1210113, (18)

where A1 and A, are trade-off parameters, whose values are spec-
ified in Table 4. The last term is a regularization term to prevent
overfitting with a small decay coefficient 1 = 107°. Considering
the diffusion process usually requires more training iterations than
recommender systems, we implement a two-stage training strategy
to optimize the MoDIiCF framework. In the first stage, we pre-train
the MDDC module with the loss L. In the second stage, we
jointly optimize the entire framework using L. The algorithm of
MOoDiCF is summarized in Algorithm 1 in the Appendix.

5 Experiments

5.1 Data Preparation

We conduct extensive experiments on three publicly available mul-
timodal recommendation datasets: Amazon Baby (Baby for short),
Tiktok and Allrecipes [48]. The baby dataset contains user reviews
and ratings on baby products, and each rating is considered a user-
item interaction. It has visual and textual features with 4,096 and
1,024 dimensions. The Tiktok dataset contains visual, acoustic and
textual features with dimensions of 128, 128 and 768, respectively.
The Allrecipes dataset includes food recipes with visual and textual
features with dimensions of 2,048 and 20, respectively. We follow
the same partition settings in [48] to prepare the training, validation
and test sets. A summary of dataset statistics is in Table 1.

Based on these, we construct incomplete multimodal datasets
using the following strategy. First, we define a missing rate MR =

M
_ | & .
z""ﬁ% to control the incompleteness level. To ensure that each

item has at least one observed modality, MR ranges from (0, %]
We set MR = 0.4 for all datasets unless otherwise specified. Modal-
ities of each item are randomly dropped according to these rules.
This incomplete multimodal content is used consistently across the
training, validation and test sets to prevent information leakage.

5.2 Experimental Settings

5.2.1 Baselines. To evaluate the recommendation performance
in incomplete multimodal scenarios, we adopt 13 representative
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and/or state-of-the-art baseline methods from three classes. 1) Uni-
modal RS methods: LightGCN [11] and AutoCF [54]; 2) MM-
Rec methods: FREEDOM [63], MMSSL [48], BM3 [64], MG [60],
MCLN [17], MCDRec [28], Diff MM [14] and MDB [34]; 3) In-
complete MMRec methods: LRMM [39], CI2MG [20] and MILK
[1]. These methods are carefully selected to cover a wide range of
aspects, including diffusion-based [14, 28], causal-based [17, 34],
fairness-aware methods [34] and incomplete MMRec [1, 20, 39].
Note that some classic methods, e.g., VBPR [10] and MMGCN [50],
are not included for comparison since the chosen methods such
as MMSSL have been shown to outperform them in prior stud-
ies [14, 48]. For methods that cannot handle incomplete data, we
follow [1] to use the mean strategy to impute missing modalities.
5.2.2  Evaluation Metrics. The goal of this work is to generate accu-
rate and fair recommendations in incomplete multimodal scenarios.
To this end, we evaluate all methods from the following aspects: 1)
recommendation accuracy, 2) fairness, and 3) the combination of
them. For recommendation accuracy, we adopt three widely-used
metrics: Recall@K, Precision@K and NDCG@K. To assess the vis-
ibility bias, inspired by the isolation index [45], we design a new
metric, F@K. It measures the disparity between the proportion of
incomplete items in the top-K recommendations (P @K) and in
the entire dataset (Py), defined as

Pr@K - Py
Py

#incomplete items

F@K=1-
@ K

, Pr@K = (19)

A higher F@K indicates a more fair exposure of incomplete items.
Moreover, inspired by the harmonic mean in F1-score, we propose
Ffus¢ @K to appropriately combine accuracy and fairness:
2 - F@K - Precision@K

F@K + Precision@K

Fryse@K = (20)
All metrics are reported for K = 10 and K = 20. Following [40], we
perform a paired t-test with p < 0.05 for the significance test.

5.2.3  Parameter Settings. For a fair comparison, we first set the
parameters of all baselines using the settings reported in their orig-
inal papers and then fine-tune them for optimal performance on
the validation set. The key hyperparameters of each baseline are
outlined in Section C.1 in the Appendix. Our method involves two
training stages. In the pretraining stage, we start with a learning
rate Ir of 1074, using a scheduler to reduce it by a factor of 0.95
every 100 epochs for fast convergence. In the second stage, we use
a constant Ir of 10~% with a maximum epoch of 250. We empirically
set the sampling step T to 10. The trade-off paramter A; is searched
within {nx0.01 iozl’ while Aj is fixed at 107>, The hyperparameters
ai, az, n, 6 are tuned within S = {n><0.1},110:1, and the counterfactual
coefficient y is searched within {107 }?120 U{nx 10};51:1. In the mul-
timodal recommender sub-module, we empirically set the number
of layers L = 2 and tune the number of heads H within {2"};11:0. To
be fair, the embedding dimensions for all methods are set to 256, 256
and 128 for the Baby, Tiktok and Allrecipes datasets, respectively.
Our MoDiCF framework is implemented in PyTorch and optimized
using the Adam optimizer [15]. All experiments are conducted on
a server with an AMD EPYC 9351P CPU, 2 NVIDIA L4 GPUs and
192GB RAM. To ensure reliable results, we repeat the experiments
10 times with different sampled incomplete datasets and model
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Table 2: Comparison of accuracy and fairness performance (%) with baselines on the Baby, Tiktok and Allrecipes datasets. The
best results are highlighted in bold, and the second best are underlined. * indicates the improvement is significant with p < 0.05.

Note that, since unimodal RSs are not affected by visibility bias, they can be regarded as the ideal fairness reference.

Recall Precision NDCG F Fruse

Dataset | Methods K=10 K=20 K=10 K=20 K=10 K=20 K=10 K=20 K=10 K=20
TighiGCN | 4242008 670022 | 0452001 0355001 | 2272005 291£009 | 87.44£639 9161316 | 080£ 002 0.67 £ 0.02
AutoCF | 4.64+0.10 687014 | 0494001 037+001 | 253006 310006 | 87.79%0.54 9115+ 0.41 | 0.98+0.02  0.73 % 0.01
FREEDOM | 4.60£0.62 751094 | 048006 040005 | 2412032 3.152040 | 84442136 8865z 1.64 | 0972013 0792 0.10
MMSSL | 511071 818110 | 054+008 043+0.06 | 2.76=0.41 3.56=0.50 | 85.12+1.86 88.29+166 | 0.97+0.14  0.82%0.11
BM3 499018 801032 | 052+002 042£002 | 2.62£0.10 3.390.14 | 8450405 8853+1.94 | 1.04=0.04  0.84=0.03
MG 510+£022 8.22+028 | 0.54£0.02 043+0.02 | 2.69+0.11 3.48+0.13 | 8438+3.94 8874181 | 1.07£0.05  0.86:+0.03
Bab MCLN | 479+0.05 7.94+0.14 | 0.50£0.01 042+0.01 | 242+0.03 322+004 | 8422+491 87.88+353 | 1.00£0.01 083 %0.01
Y | MCDRec | 4.04=0.14 667027 | 043+0.01 035+001 | 2.03£008 270+0.11 | 8439 +423 8846176 | 0.85+0.03  0.70 £ 0.03
DiffMM | 511+037 824+052 | 0.54£0.04 043003 | 267020 347023 | 85.53+247 89.21+052 | 1.07+0.08  0.87%0.05
MDB | 351£0.12 581£0.11 | 0372001 031£0.01 | 1.79+0.06 238+0.06 | 85.65+1.92 89.01+1.05 | 0.74£0.03  0.62%0.01
IRMM | 2792011 434%012 | 030£001 024001 | 152£007 1.92£006 | 7048188 7296179 | 0.60%0.02  0.47 £ 0.01
CEMG | 513044 8.29%0.64 | 054+005 044:+0.03 | 2762023 3.58+0.28 | 85.68+142  89.00+0.99 | 1.08=0.09  0.87%0.07
MILK | 187+0.04 338011 | 0.12+001 0.10£001 | 0.80£0.03 1.10£0.04 | 56.88%6.05 6853+517 | 024001  0.20 % 0.01
MoDICF | 5512017 8.76 £ 021" | 058 £0.02° 046 0.01" | 295 010" 3.78 010" | 87.24 £ 1.09° 90.120.90° | 1.16 £ 0.03° 0.92 £ 0.0°
TighiGCN | 357139 5352202 | 0362014 027010 | 1.83£072 2282088 | 8857 £0.78 9223055 | 064£025 051 £0.19
AutoCF | 3.55+0.53 572+0.68 | 036+005 0294003 | 179030 234034 | 88.55+0.43 92.25+034 | 0.71£0.10  0.57 % 0.07
FREEDOM | 5.07£025 7.48%037 | 0.51£0.03 0382002 | 2552019 3132022 | 85642603 8836=3.62 | LOI£005 075004
MMSSL | 476+0.23 738035 | 048+002 037£002 | 2.58=0.16 324020 | 87.44£0.97  90.05+0.70 | 0.88+0.07  0.71%0.04
BM3 502033  7.59£057 | 0.50£0.03 038003 | 2534022 3.18+0.28 | 8553 %423 8846442 | 1.00£0.07  0.76 £ 0.06
MG 5014029 771035 | 0.50£0.03 039002 | 2494008 3.16+0.09 | 82.10+655 88.09+3.41 | 1.00£0.06  0.77 :+0.03
ok | MCIN | 4564046 725092 | 046+005 0364005 | 222+034 2894036 | 8492850 8818385 | 0.91£009 072%009
MCDRec | 439+051 7.07£0.90 | 044+0.05 035+005 | 2.28+031 2.96+036 | 84724678 89.16+3.19 | 0.85+0.14  0.68 +0.13
DiffiMM | 473+0.66 7.60+0.94 | 0.47+0.07 038+005 | 268031 340032 | 85.50=4.49  89.68+2.00 | 0.94+0.13  0.76 = 0.09
MDB | 427+048 6774046 | 043005 034002 | 216£021 279015 | 8456+9.45 89.63=4.91 | 0.85+0.09  0.68+0.04
TRMM | 3.27£036 495%056 | 033004 025003 | 1.70£027 2.12£028 | 8027t 444 8248320 | 0.65£0.07 0.49£0.06
CEMG | 491039 774028 | 049+004 0394001 | 267021 3.38+0.19 | 84.28+1.08 91.32£0.29 | 0.97£0.09  0.76 £ 0.04
MILK | 1.70£0.19 300033 | 0.10+002 009£001 | 0.68£0.10 0.93=0.11 | 70.49+6.80 7631584 | 0.20=0.03  0.17 % 0.02
MoDICF | 5.94 £ 035" 9.29% 054" | 059 0.0 046=0.03 | 3.15£ 031" 3.99:030" | 88.15£1.60° 9227 =1.32° | 1.18£0.07° 0.92%0.05°
TighiGCN | 1.2720.10 2122024 | 0132001 0112001 | 063006 0.84£009 | 91.82£3.70 92.65+ 151 | 025002 0.21 £ 0.02
AutoCF | 117+0.13 212014 | 0124001 0.11£001 | 0.57£0.09 0.81+£0.07 | 92.38+5.29 92.66+2.61 | 0.23£0.03  0.21%0.01
FREEDOM | 1.07 %024  2.01=034 | 0112002 010002 | 054£0.10 0.77£0.12 | 85.05%3.64 8898=2.80 | 0.21%0.05 0.20 £ 0.03
MMSSL | 222035 318032 | 0224004 0.16+002 | 1.03£0.16 1.27+0.14 | 86.80£7.23 87.26+514 | 0.40=0.07  0.30 % 0.03
BM3 172£043 2.80+057 | 017004 014003 | 087£025 115+027 | 86.77+7.26 89.21+4.14 | 034£0.09  0.28%0.06
MG 1584039 2644063 | 0.16=0.04 013£0.03 | 0.80+0.19 1.07+0.24 | 8591693 8936464 | 031£0.08  0.26+0.06
Alrecines | MCIN | 2185038 308045 | 0224004 015002 | 103%0.19  125+018 | 8724+945 8637+661 | 0432008 031005
PSS | MCDRee | 1.96+0.35 3.11£0.50 | 020004 0.16+0.03 | 1.00£0.16 1.29+0.19 | 85.54+7.66 87.90+519 | 0.39=0.07  0.31%0.05
DiffiMM | 2.07+0.28 3.05+024 | 0.21£0.03 015001 | 096007 121£0.08 | 87.56+7.20 88.76£4.07 | 0.41£0.06 030 0.02
MDB 1.91+0.34 3.03+0.19 0.19 £ 0.03 0.15+0.01 0.90 +0.17 1.18 £ 0.13 88.71 + 8.87 87.23 +£4.28 0.38 + 0.07 0.30 +0.02
LRMM 1.03 +£0.23 1.89 +£0.29 0.10 £ 0.02 0.09 +0.01 0.50 +0.12 0.71+£0.12 57.57 + 6.67 60.48 + 6.38 0.21 +0.05 0.19 £ 0.03
CEMG | 186034 323046 | 0194003 0.16£002 | 0.87£0.15 1.21£0.19 | 8836+3.00 89.42+2.12 | 0.35=0.07  0.32 % 0.05
MILK | 0.69+0.12 108%0.14 | 0.05+001 003+00l | 035010 043010 | 5416+5.05 5920 +427 | 0.09+0.03  0.07 % 0.01
MoDICF | 256 £ 0.11° 365 028" | 026 0.01° 0.18=0.01" | 1.23£ 013" 150018 | 9412 601" 9221 545" | 051 002" 0.36 £ 0.03"

initialization, and report average results and standard deviations.
Other implementation details are provided in the Appendix.

5.3 Performance Comparison

The average performance and standard deviations of each method
on three datasets, in terms of both accuracy and fairness, are pre-
sented in Table 2. Since unimodal RSs, i.e., LightGCN and AutoCF,
do not learn from multimodal data, they are naturally immune to
visibility bias. Thus, we use their F scores as a reference for ideal
fairness. From these results, we observe the following: 1) The pro-
posed MoDiCF method consistently outperforms all baselines in
both accuracy and fairness on these datasets. For instance, on the
Tiktok dataset, MoDiCF shows a 19.6% improvement in Recall@20.
Meanwhile, its fairness score closely aligns with reference scores,
indicating its effectiveness in addressing visibility bias. Note that
mitigating visibility bias could help enhance accuracy; as more
incomplete items are fairly treated, more accurate user-item prefer-
ence learning can be achieved. 2) Although unimodal RSs are unaf-
fected by visibility bias, they show limited accuracy as they lack the
capability to exploit multimodal information. 3) MMRec methods
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generally outperform unimodal RS. However, as they are not specif-
ically designed for incomplete scenarios, they are still vulnerable to
both data incompleteness and visibility bias. Among them, MCDRec
and MDB are relatively more sensitive to these issues, thus showing
limited performance. 4) Incomplete MMRec methods can partially
handle data incompleteness but still exhibit several drawbacks. For
example, LRMM shows limited performance as the simple autoen-
coders it uses are not sufficient to capture modality distributions
for high-quality data completion. Meanwhile, as MILK is specially
devised for new item recommendations and can only learn from
complete items, it struggles in our setting where most training and
test items are incomplete. CI’MG shows better accuracy but cannot
properly handle visibility bias, leading to suboptimal fairness.

We further test the performance of several representative meth-
ods on three datasets across varying MRs with the metric Fg,5. @20.
As shown in Figure 4, MoDiCF consistently outperforms all base-
lines, indicating its effectiveness and robustness across various
incomplete scenarios. CI?2MG and DiffMM show competitive per-
formance, while FREEDOM and MMSSL exhibit less stability, espe-
cially on the Tiktok dataset.
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Table 3: Comparison of MoDiCF with its variants with K = 20.

. Baby Tiktok
Variants Recall F Fpyse | Recall F Fruse
MoDiCF-D+M 8.39 89.69 0.89 7.70 91.54 0.77
MoDiCF-D+Z 8.32 86.99 0.88 7.18 90.36 0.72
MoDiCF-D+R 7.56 89.32 0.80 6.48 90.15 0.65
MoDiCF-D+N 8.38 89.80 0.88 7.23 91.13 0.72
MoDiCF-con 7.50 89.57 0.79 7.68 89.39 0.76
MoDiCF-C 8.42 87.58 0.89 8.66 89.71 0.86
MoDiCF-D-C+M 8.08 86.39 0.85 7.59 88.49 0.75
MoDiCF 8.76 90.12 0.92 9.29 92.27 0.92

5.4 Ablation Study

To validate the effectiveness of each component in MoDiCF, we
conduct an ablation study by comparing with its variants, includ-
ing 1) MoDiCF-D+{M, Z, R, N}: removes MDDC module and fills
missing data with means, zeros, random values, and nearest neigh-
bors [24]; 2) MoDiCF-con: removes the modality-aware conditions
from MDDC; 3) MoDiCF-C: removes counterfactual inference and
only relies on the multimodal recommender; 4) MoDiCF-D-C+M:
replaces MDDC with a mean strategy and removes counterfactual
inference. Due to space limitations, we present results on Baby and
Tiktok datasets with K = 20. Full results are in the Appendix.

As summarized in Table 3, the key findings are: 1) The MDDC
module matters in addressing incompleteness, as its exclusion leads
to a notable performance decline. Meanwhile, comparing the results
of MoDiCF-C with existing incomplete MMRec methods further
confirms the superiority of this module; 2) Counterfactual inference
mechanism greatly contributes to the fairness of recommendations.
Without it, there is a sharp drop in F scores; 3) As our two modules
are designed to complement each other, they work collaboratively
to improve both accuracy and fairness. Removing either of them
causes a clear performance drop in both aspects. 4) Overall, MoDiCF
achieves the best results, indicating the effectiveness of its design.

5.5 Parameter Analysis

In this section, we analyze the impact of key hyperparameters on
the performance of MoDICF, including the trade-off parameters
A1 and Ay, the diffusion sampling step Ts and the counterfactual
coefficient y. We conduct experiments on three datasets and report
the results of an accuracy-fairness combined metric Ff 3. @20 in
Figure 5. Additional parameter analysis is provided in the Appendix.

Impact of trade-off parameters. We respectively vary the
values of A and A2 within the ranges of {nx0.01}2%  and {107"}5_.
As shown in Figures 5 (a) and (b), the optimal values of 1; and A3
are around 0.7 and 107>, respectively, while larger values of A; and
Az usually lead to a decreased and unstable performance.

Impact of sampling steps. The sampling step T is a key hy-
perparameter influencing data generation quality. Following the
strategy in [35] that allows a smaller T; to reduce computational
complexity without compromising generation quality, we vary T
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within {5, 10, 20, 50, 100, 200}. As shown in Figure 5 (c), the perfor-
mance of MoDiCF becomes relatively stable when Ty > 10, while an
extremely small T¢ may lead to inaccurate data generation and clear
performance decline. Hence, we set T = 10 in our experiments.
Impact of the counterfactual coefficient. The counterfactual
coefficient y controls the strength of counterfactual adjustments
during recommendations. We vary y within {1077 ?1:0 U{nx 10}?1 -1
and observe that the optimal value is around 1072, 20 and 20 for
the Baby, Tiktok and Allrecipes datasets, as shown in Figure 5 (d).
A larger y may result in over-intervention while a smaller y may
fail to alleviate visibility bias, thus leading to a performance drop.

6 Case Study

To illustrate how MoDIiCF enhances data completion and mitigates
visibility bias, we present a case study (Figure 6) using a randomly
selected item with missing text and audio from Tiktok dataset.
MoDiCF not only achieves the best data completion quality but
also delivers fair exposure of the item, closely aligning with the
unimodal method LightGCN [11]. See Appendix for more details.

7 Conclusion

In this paper, we focus on a prevalent yet challenging scenario in
multimodal recommendations, where modality incompleteness and
visibility bias are severe. To address these issues, we propose a novel
Modality-Diffused Counterfactual (MoDiCF) framework. With two
specially devised modules, i.e., the modality-aware diffusion module
and the counterfactual inference module, MoDiCF can effectively
generate missing modalities from captured modality-specific dis-
tributions and alleviate visibility bias by counterfactual inference.
Extensive experiments on three real-world datasets demonstrate the
superiority of MoDiCF in terms of both recommendation accuracy
and fairness and validate the specific design of MoDiCF.

Acknowledgments

This work is partially supported by Australia ARC LP220100453
and ARC DP240100955.



A Modality-Diffused Counterfactual Framework for Incomplete Multimodal Recommendations WWW ’25, April 28-May 2, 2025, Sydney, NSW, Australia

References [23] Qijiong Liu, Jieming Zhu, Yanting Yang, Quanyu Dai, Zhaocheng Du, Xiao-Ming

(1]

&

N
fluat

Haoyue Bai, Le Wu, Min Hou, Miaomiao Cai, Zhuangzhuang He, Yuyang Zhou,
Richang Hong, and Meng Wang. 2024. Multimodality Invariant Learning for
Multimedia-Based New Item Recommendation. In Proceedings of the International
ACM SIGIR Conference on Research and Development in Information Retrieval.
677-686.

Hanqun Cao, Cheng Tan, Zhangyang Gao, Yilun Xu, Guangyong Chen, Pheng-
Ann Heng, and Stan Z. Li. 2024. A Survey on Generative Diffusion Models. IEEE
Transactions on Knowledge and Data Engineering 36, 7 (2024), 2814-2830.
Jingyuan Chen, Hanwang Zhang, Xiangnan He, Liqiang Nie, Wei Liu, and Tat-
Seng Chua. 2017. Attentive Collaborative Filtering: Multimedia Recommendation
with Item- and Component-Level Attention. In Proceedings of the International
ACM SIGIR Conference on Research and Development in Information Retrieval.
335-344.

Giannis Daras, Kulin Shah, Yuval Dagan, Aravind Gollakota, Alex Dimakis, and
Adam R. Klivans. 2023. Ambient Diffusion: Learning Clean Distributions from
Corrupted Data. In Advances in Neural Information Processing Systems, Vol. 36.
288-313.

Yashar Deldjoo, Markus Schedl, Paolo Cremonesi, and Gabriella Pasi. 2021. Rec-
ommender Systems Leveraging Multimedia Content. Comput. Surveys 53, 5
(2021), 106:1-106:38.

Chongming Gao, Shiqi Wang, Shijun Li, Jiawei Chen, Xiangnan He, Wenqiang Lei,
Biao Li, Yuan Zhang, and Peng Jiang. 2024. CIRS: Bursting Filter Bubbles by Coun-
terfactual Interactive Recommender System. ACM Transactions on Information
Systems 42, 1 (2024), 14:1-14:27.

Xavier Glorot, Antoine Bordes, and Yoshua Bengio. 2011. Deep Sparse Rectifier
Neural Networks. In Proceedings of the International Conference on Artificial
Intelligence and Statistics, Vol. 15. 315-323.

Yongshun Gong, Zhibin Li, Wei Liu, Xiankai Lu, Xinwang Liu, Ivor W. Tsang,
and Yilong Yin. 2023. Missingness-Pattern-Adaptive Learning With Incomplete
Data. IEEE Transactions on Pattern Analysis and Machine Intelligence 45, 9 (2023),
11053-11066.

Wu, Zhou Zhao, Rui Zhang, and Zhenhua Dong. 2024. Multimodal Pretraining,
Adaptation, and Generation for Recommendation: A Survey. In Proceedings of the
ACM SIGKDD Conference on Knowledge Discovery and Data Mining. 6566-6576.
Xinwang Liu, Miaomiao Li, Chang Tang, Jingyuan Xia, Jian Xiong, Li Liu, Marius
Kloft, and En Zhu. 2021. Efficient and Effective Regularized Incomplete Multi-
View Clustering. IEEE Transactions on Pattern Analysis and Machine Intelligence
43, 8 (2021), 2634-2646.

Jing Long, Guanhua Ye, Tong Chen, Yang Wang, Meng Wang, and Hongzhi Yin.
2024. Diffusion-Based Cloud-Edge-Device Collaborative Learning for Next POI
Recommendations. In Proceedings of the ACM SIGKDD Conference on Knowledge
Discovery and Data Mining. 2026—-2036.

Haokai Ma, Ruobing Xie, Lei Meng, Xin Chen, Xu Zhang, Leyu Lin, and Zhan-
hui Kang. 2024. Plug-In Diffusion Model for Sequential Recommendation. In
Proceedings of the AAAI Conference on Artificial Intelligence. 8886-8894.

Haokai Ma, Ruobing Xie, Lei Meng, Yimeng Yang, Xingwu Sun, and Zhanhui
Kang. 2024. SeeDRec: Sememe-based Diffusion for Sequential Recommendation.
In Proceedings of the International Joint Conference on Artificial Intelligence. 1-9.
Haokai Ma, Yimeng Yang, Lei Meng, Ruobing Xie, and Xiangxu Meng. 2024.
Multimodal Conditioned Diffusion Model for Recommendation. In Companion
Proceedings of the ACM Web Conference. 1733-1740.

Daniele Malitesta, Emanuele Rossi, Claudio Pomo, Fragkiskos D. Malliaros, and
Tommaso Di Noia. 2024. Dealing with Missing Modalities in Multimodal Rec-
ommendation: a Feature Propagation-based Approach. CoRR abs/2403.19841
(2024).

J Pearl. 2009. Causality. Cambridge university press.

Yifang Qin, Hongjun Wu, Wei Ju, Xiao Luo, and Ming Zhang. 2024. A Diffusion
Model for POI Recommendation. ACM Transactions on Information Systems 42, 2
(2024), 54:1-54:27.

Steffen Rendle, Christoph Freudenthaler, Zeno Gantner, and Lars Schmidt-Thieme.
2009. BPR: Bayesian Personalized Ranking from Implicit Feedback. In Proceedings
of the Conference on Uncertainty in Artificial Intelligence. 452-461.

Olaf Ronneberger, Philipp Fischer, and Thomas Brox. 2015. U-Net: Convolutional

[9] Zhiqiang Guo, Jianjun Li, Guohui Li, Chaoyang Wang, Si Shi, and Bin Ruan. 2024. 2 N X X N
LGMRec: Local and Global Graph Learning for Multimodal Recommendation. In Networks for Blomedlcal Imfige Segmentation. In Medical Image Computing and
Proceedings of the AAAI Conference on Artificial Intelligence. 8454-8462. Computer-Assisted Intgrventzon, Vol. 9351. 234-241. ) .

[10] Ruining He and Julian J. McAuley. 2016. VBPR: Visual Bayesian Personalized ] Yu Shgng, Chen Gao, Jlansheng Chen, Depeng ij and‘Yong Li. 2024, Ir'np'rovmg
Ranking from Implicit Feedback. In Proceedings of the AAAI Conference on Artifi- Item-side Fairness of Multimodal Recommendation via Modality Debiasing. In
cial Intelligence. 144-150. Proceedings of the ACM Web Conference. 4697-4705.

[11] Xiangnan He, Kuan Deng, Xiang Wang, Yan Li, Yong-Dong Zhang, and Meng ] Jiaming Song, Chenlin Meng, and Stefano Ermon. 2021. Denoising Diffusion

[12]

Wang. 2020. LightGCN: Simplifying and Powering Graph Convolution Network
for Recommendation. In Proceedings of the International ACM SIGIR Conference
on Research and Development in Information Retrieval. 639-648.

Jonathan Ho, Ajay Jain, and Pieter Abbeel. 2020. Denoising Diffusion Probabilistic
Models. In Advances in Neural Information Processing Systems, Vol. 33. 6840-6851.

Implicit Models. In Proceedings of the International Conference on Learning Repre-
sentations.

Wenzhuo Song, Shoujin Wang, Yan Wang, Kunpeng Liu, Xueyan Liu, and Ming-
hao Yin. 2023. A Counterfactual Collaborative Session-based Recommender
System. In Proceedings of the ACM Web Conference. 971-982.

Xuemeng Song, Chun Wang, Changchang Sun, Shanshan Feng, Min Zhou, and

[13] Liting Huang, Zhihao Zhang, Yiran Zhang, Xiyue Zhou, and Shoujin Wang. 2024. ue ; ! ;
RU-AL A Large Multimodal Dataset for Machine Generated Content Detection. L1q{ang Nie. 2023. MMTFReC: Multi-Modal Enhanced Fashlon 'Item Recommen-
CoRR abs/2406.04906 (2024). dation. IEEE Transactions on Knowledge and Data Engineering 35, 10 (2023),
[14] Yanggin Jiang, Lianghao Xia, Wei Wei, Da Luo, Kangyi Lin, and Chao Huang. 1007‘2710084‘ . . . .
2024. DiffMM: Multi-Modal Diffusion Model for Recommendation. CoRR ] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones,
abs/2406.11781 (2024). Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. 2017. Attention is All
[15] Diederik P. Kingma and Jimmy Ba. 2015. Adam: A Method for Stochastic Optimiza- You Need. In Advar‘zces in Neural Informqtion Processing Systems. 5998-6008.
tion. In Proceedings of the International Conference on Learning Representations. ] Cheng Wang, Mathias Niepert, and Hui L. 2018. LRMM: Learning to Recommend
[16] Jin Li, Shoujin Wang, Qi Zhang, Longbing Cao, Fang Chen, Xiuzhen Zhang, with Missing Modalities. In Proceedings of the Conference on Empirical Methods

Dietmar Jannach, and Charu C. Aggarwal. 2024. Causal Learning for Trustworthy
Recommender Systems: A Survey. CoRR abs/2402.08241 (2024).

in Natural Language Processing. 3360-3370.
Meirui Wang, Pengjie Ren, Lei Mei, Zhumin Chen, Jun Ma, and Maarten de Rijke.
2019. A Collaborative Session-based Recommendation Approach with Parallel

[17] Shuaiyang Li, Dan Guo, Kang Liu, Richang Hong, and Feng Xue. 2023. Multi- ! !
modal Counterfactual Learning Network for Multimedia-based Recommendation. Memory Modules. In Pr oce?dzngs of th.e Intern'atwnal ACM SIGIR Conference on
In Proceedings of the International ACM SIGIR Conference on Research and Devel- Reserh and Devcilopment n Informatmn Retrieval. 345-354. L
opment in Information Retrieval. 1539-1548. ] Shoujin Wang, Ninghao Liu, Xiuzhen Zhang, Yan Wang, Francesco Ricci, and

[18] YungiLi, Hanxiong Chen, Shuyuan Xu, Yinggiang Ge, and Yongfeng Zhang. 2021. Bamshad Mobasher. 2022. Data Science and Artificial Intelligence for Responsible
Towards Personalized Fairness based on Causal Notion. In Proceedings of the Ref:ommendatlons. In ‘Pr‘oceedings of the ACM SIGKDD Conference on Knowledge
International ACM SIGIR Conference on Research and Development in Information D‘“"Ye’y and Data Mining. 4904-4905. .

Retrieval. 1054-1063. ] Shoujin Wang, Wentao Wang, Xiuzhen Zhang, Yan Wang, Huan Liu, and Fang

[19] Paul Pu Liang, Amir Zadeh, and Louis-Philippe Morency. 2024. Foundations Cher'l, 2024. A Hierarchical and Disental?gling Interest _Learning Framework for
& Trends in Multimodal Machine Learning;: Principles, Challenges, and Open Unbiased and True News Recommendation. In Proceedings of the ACM SIGKDD
Questions. Comput. Surveys 56, 10 (2024), 264. Conference on Knowledge Discovery and Data Mining. 3200-3211.

[20] Zhenghong Lin, Yanchao Tan, Yunfei Zhan, Weiming Liu, Fan Wang, Chaochao ] Shoulm Wang, Yan Wang, Fikret S1vr1kay§, Sahin Albayrak, and Vito Walter
Chen, Shiping Wang, and Carl Yang. 2023. Contrastive Intra- and Inter-Modality Apelh. 2023. Data science for next-generation recommender systems. Interna-
Generation for Enhancing Incomplete Multimedia Recommendation. In Proceed- ttona.l']ournal afData Science and Analytics 16, 2 (2023), 135-145.
ings of the ACM International Conference on Multimedia. 6234-6242. ] Shoujin Wang, Xiuzhen Zhang, Yan War}g, and Franclesco Ricci. 2024. Trustworthy

[21] Qidong Liu, Jiaxi Hu, Yutian Xiao, Xiangyu Zhao, Jingtong Gao, Wanyu Wang, Recommender Systems. ACM Transactions on Intelligent Systems and Technology
Qing Li, and Jiliang Tang. 2024. Multimodal Recommender Systems: A Survey. 15, 4“(2024)’ 84:1i84220‘ . .

Comput. Surveys (2024). https:/doi.org/10.1145/3695461 ] Wenjie Wang, Fuli Feng, Ligiang Nie, and Tat-Seng Chua. 2022. User-controllable

[22] Qidong Liu, Fan Yan, Xiangyu Zhao, Zhaocheng Du, Huifeng Guo, Ruiming Tang Recommendation Against Filter Bubbles. In Proceedings of the International ACM

and Feng Tian. 2023. Diffusion Augmentation for Sequential Recommendation.
In Proceedings of the ACM International Conference on Information and Knowledge
Management. 1576-1586.

SIGIR Conference on Research and Development in Information Retrieval. 1251~
1261.

Yuanzhi Wang, Yong Li, and Zhen Cui. 2023. Incomplete Multimodality-Diffused
Emotion Recognition. In Advances in Neural Information Processing Systems,


https://doi.org/10.1145/3695461

WWW ’25, April 28-May 2, 2025, Sydney, NSW, Australia

Vol. 36. 17117-17128.

Tianxin Wei, Fuli Feng, Jiawei Chen, Ziwei Wu, Jinfeng Yi, and Xiangnan He.
2021. Model-Agnostic Counterfactual Reasoning for Eliminating Popularity
Bias in Recommender System. In Proceedings of the ACM SIGKDD Conference on
Knowledge Discovery and Data Mining. 1791-1800.

Wei Wei, Chao Huang, Lianghao Xia, and Chuxu Zhang. 2023. Multi-Modal
Self-Supervised Learning for Recommendation. In Proceedings of the ACM Web
Conference. 790-800.

Yinwei Wei, Xiang Wang, Ligiang Nie, Xiangnan He, and Tat-Seng Chua. 2020.
Graph-Refined Convolutional Network for Multimedia Recommendation with Im-
plicit Feedback. In Proceedings of the ACM International Conference on Multimedia.
3541-3549.

Yinwei Wei, Xiang Wang, Ligiang Nie, Xiangnan He, Richang Hong, and Tat-Seng
Chua. 2019. MMGCN: Multi-modal Graph Convolution Network for Personal-
ized Recommendation of Micro-video. In Proceedings of the ACM International
Conference on Multimedia. 1437-1445.

Tong Wu, Zhihao Fan, Xiao Liu, Hai-Tao Zheng, Yeyun Gong, Yelong Shen, Jian
Jiao, Juntao Li, Zhongyu Wei, Jian Guo, Nan Duan, and Weizhu Chen. 2023. AR-
Diffusion: Auto-Regressive Diffusion Model for Text Generation. In Advances in
Neural Information Processing Systems, Vol. 36. 39957-39974.

Zhangkai Wu, Xuhui Fan, Jin Li, Zhilin Zhao, Hui Chen, and Longbing Cao. 2024.
ParamReL: Learning Parameter Space Representation via Progressively Encoding
Bayesian Flow Networks. CoRR abs/2405.15268 (2024).

Zihao Wu, Xin Wang, Hong Chen, Kaidong Li, Yi Han, Lifeng Sun, and Wenwu
Zhu. 2023. Diff4Rec: Sequential Recommendation with Curriculum-scheduled
Diffusion Augmentation. In Proceedings of the ACM International Conference on
Multimedia. 9329-9335.

Lianghao Xia, Chao Huang, Chunzhen Huang, Kangyi Lin, Tao Yu, and Ben Kao.
2023. Automated Self-Supervised Learning for Recommendation. In Proceedings
of the ACM Web Conference. 992-1002.

Yiyan Xu, Wenjie Wang, Fuli Feng, Yunshan Ma, Jizhi Zhang, and Xiangnan
He. 2024. Diffusion Models for Generative Outfit Recommendation. In Proceed-
ings of the International ACM SIGIR Conference on Research and Development in
Information Retrieval. 1350-1359.

Zhengyi Yang, Jiancan Wu, Zhicai Wang, Xiang Wang, Yancheng Yuan, and
Xiangnan He. 2023. Generate What You Prefer: Reshaping Sequential Recom-
mendation via Guided Diffusion. In Advances in Neural Information Processing
Systems, Vol. 36. 24247-24261.

Penghang Yu, Zhiyi Tan, Guanming Lu, and Bing-Kun Bao. 2023. LD4MRec:
Simplifying and Powering Diffusion Model for Multimedia Recommendation.
CoRR abs/2309.15363 (2023).

Yun-Hao Yuan, Jin Li, Yun Li, Jipeng Qiang, Yi Zhu, Xiaobo Shen, and Jianping
Gou. 2022. Learning Canonical F-Correlation Projection for Compact Multiview
Representation. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition. 19238-19247.

Jinghao Zhang, Yanqiao Zhu, Qiang Liu, Shu Wu, Shuhui Wang, and Liang Wang.
2021. Mining Latent Structures for Multimedia Recommendation. In Proceedings
of the ACM Multimedia Conference. 3872-3880.

Shanshan Zhong, Zhongzhan Huang, Daifeng Li, Wushao Wen, Jinghui Qin, and
Liang Lin. 2024. Mirror Gradient: Towards Robust Multimodal Recommender Sys-
tems via Exploring Flat Local Minima. In Proceedings of the ACM Web Conference.
3700-3711.

Hongyu Zhou, Xin Zhou, Zhiwei Zeng, Lingzi Zhang, and Zhigi Shen. 2023.
A Comprehensive Survey on Multimodal Recommender Systems: Taxonomy,
Evaluation, and Future Directions. CoRR abs/2302.04473 (2023).

Xin Zhou. 2023. MMRec: Simplifying Multimodal Recommendation. In ACM
Multimedia Asia Workshops. 6:1-6:2.

Xin Zhou and Zhigi Shen. 2023. A Tale of Two Graphs: Freezing and Denoising
Graph Structures for Multimodal Recommendation. In Proceedings of the ACM
International Conference on Multimedia. 935-943.

Xin Zhou, Hongyu Zhou, Yong Liu, Zhiwei Zeng, Chunyan Miao, Pengwei Wang,
Yuan You, and Feijun Jiang. 2023. Bootstrap Latent Representations for Multi-
modal Recommendation. In Proceedings of the ACM Web Conference. 845-854.
Zhizhuo Zhou and Shubham Tulsiani. 2023. SparseFusion: Distilling View-
Conditioned Diffusion for 3D Reconstruction. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition. 12588-12597.

[47]

[48]

[49]

[51]

[52]

53]

[54

[55]

[56]

[59]

[60]

[61

[62]

[63]
[64]

[65]

A Algorithm

In this section, we summarize the proposed MoDiCF framework
in Algorithm 1. It consists of two main stages during training: 1)
the pretraining stage uses the loss function in Eq. 5 to pretrain
the MDDC module, while 2) the second stage trains the entire
MoDiCF framework using the whole loss function in Eq. 18. For

2796

Jin Li, Shoujin Wang, Qi Zhang, Shui Yu, and Fang Chen

Algorithm 1 MoDiCF: Modality-Diffused CounterFactual Frame-
work

Input: User set U, item set 7, user-item interaction matrix Y,
incomplete multimodal data {X m}fn'lzl, indicator matrix E,

parameters dp,, Ir, A1, A2, Ts, y, a1, a2, 17, 6, L and H.
Output: Completed multimodal data {X m}{\n/lzl and

recommendation results.

Pretraining Stage:
- Initialize missing modalities X7 with zero vectors 0;
: Parameter initialization for the MDDC module;
: while not converged do
Encode X7} into latent spaces as V. ';
Perform the forward process q(v(')']’ll:T
Extract modality-aware conditions vg’l’o;

m m
Perform the reverse process py_ (Vob, i1 |v0b’ »

[ O

m 3 .
|V0b’0) via Eq. 1;

I

vg‘u) with
Ocn via Eq. 2;
8: Perform the generation process for vji via Eq. 8 and obtain
completed data (\’XZ‘S via latent decoder D(’i’i‘ﬁ;
9: Update multimodal data by replacing X7 with X/7%;
10: Optimize the MDDC module with L4 in Eq. 5;
11: end while
Joint Training Stage:
Parameter initialization for the CFMR module;
Construct the user-item graph G based on Y;
while not converged do
Perform steps 4-9 to train the MDDC module and generate
completed multimodal data X™;
Extract latent representation V" based on X™;
Extract modality-aware features ¥;;' and v}" via Eq. 11;
Build modality-aware interaction matrix Y™ based on
Y:Zi = sim (¥}, v1");
Learn modality-aware embeddings via Egs. 12, 13 and 14;
Fuse modality-aware ID embeddings and user, item features
to obtain f;, and fj;
Compute Lcr and LppR,,; from the multimodal recom-
mender via Egs. 15 and 16;
Compute LppR, from the item predictor;
Optimize the entire framework with £ in Eq. 18;
end while
Inference Stage:
Generate predictions 7, ; from multimodal recommender;
Generate predictions §j; from item predictor;
Perform counterfactual inference to obtain adjusted ranking
scores Yy, ; via Eq. 17;
return Recommendation results based on y, ;.

12:
13:
14:
15:

16:

18:

19:
20:

21:

22:

23:

24:

25:

26:

27:

28:

a well-trained MoDICF, we can effectively obtain complete multi-
modal data from the MDDC module and generate accurate and fair
recommendations from the CFMR module.

B Computational Complexity Analysis

To evaluate the computational efficiency of MoDiCF, we compare
the average running time of each training epoch with other repre-
sentative methods on three datasets. As shown in Figure 7, MoDiCF
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Figure 7: Comparison of running time of different methods
on three datasets.

achieves a competitive running time compared to other methods. It
is worth noting that MoDiCF involves a generation process during
each training epoch for data completion. Therefore, it has rela-
tively higher time costs than methods that do not perform data
completion. However, MoDiCF still maintains reasonable efficiency.
Notably, the running time of MoDiCF is close to and usually lower
than CI?MG. These results demonstrate the efficiency of MoDiCF
in handling incomplete multimodal recommendation tasks.

C Additional Experimental Details
C.1 Baselines

We provide a detailed list of the baselines used in our experiments,
including unimodal RS methods, MMRec methods, and incomplete
MMRec methods. For these methods, we use a learning rate of 0.001
for training unless otherwise specified.

1) Unimodal RS methods

e LightGCN [11]: a classic unimodal RS method with simplified
and efficient graph convolutional networks. We set the number
of layers to 3 and the weight decay to 1074,

o AutoCF [54]: a self-supervised learning method incorporating
adaptive data augmentation for robust recommendations. We set
the number of attention heads to 4 and the weight decay to 1077,

2) MMRec methods:

FREEDOM [63]: an efficient design for MMRec by reducing the
complexity of graph structure learning. We set the numbers of
GCN layers for the user-item graph and the item-item graph,
respectively, to 2 and 1.

MMSSL [48]: an advanced MMRec using adversarial augmenta-
tion and contrastive self-supervised learning. We use a learning
rate of 5.5x 10~ 4, a weight decay regularizer of 107> and 2 layers
of graph propagation.

BM3 [64]: a high-efficient method that reduces the need for aux-
iliary graph construction and negative sampling. In this method,
the dropout rate for embedding perturbation is set to 0.3 and the
regularization coefficient is set to 0.1.

MG [60]: a robust method with a novel optimization process to
reduce information adjustment risks and noise risks. We use BM3
as its backbone. The scaling coefficients a1 and a are set to 1
and 0.1, and the interval parameter f is set to 3.

MCLN [17]: a causal-based method to alleviate spurious correla-
tions caused by irrelevant multimodal features. We use a decay
coefficient of 1073 for regularization and 5 layers for counterfac-
tual learning.

MCDRec [28]: a diffusion-based model to learn high-order mul-
timodal knowledge in item embeddings. The number of graph
convolutional layers is set to 2 and the loss coefficient A is 1073,
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Table 4: Hyperparameters of MoDiCF on three datasets.

Datasets M Ay Ts Y a ay n 5§ L H
Baby 0.09 107> 10 0.01 1 0.7 07 04 2 8
Tiktok 006 107> 10 20 07 03 06 03 2 4
Allrecipes  0.15 107° 10 20 06 05 03 04 2 8

DiffMM [14]: a robust method with a graph diffusion model to
reduce irrelevant noise caused by random augmentation. We set
the number of GNN layers to 1 and the decay coefficient to 107>,
The loss weights for the diffusion module and the contrastive
learning are respectively set to 10~ and 1072, The temperature
coefficient for contrastive learning is set to 0.5.

MDB [34]: a causal-based method to reduce the bias caused by
dominently prevailing modalities. We follow [34] to use MMGCN
[50] as its backbone. The learning rate is set to 0.0005 and the
debiasing strength is set to 0.5.

3) Incomplete MMRec methods:

LRMM [39]: a classic method that uses autoencoders to recover
incomplete multimodal data. The learning rate is set to 1074
CI’MG ! [20]: a method that uses clustering-based imputation
to recover missing features and performs cross-modal transport
to refine representations. We set the learning rate to 10~%. The
loss weights Ay, A, A3 are respectively set to 1, 1 and 1079,
MILK [1]: a method based on invariant learning to learn features
that remain invariant across different incomplete scenarios. We
follow [1] to set the loss weights f = 1000 and A = 0.05.

C.2 Implementation Details

In this section, we specify the values of all the hyperparameters
involved in MoDICF in Table 4 on three datasets for higher repro-
ducibility. These parameters are empirically chosen for optimal
performance. Please refer to Sections 5.5 and D.2 for a detailed
analysis of these hyperparameters.

D Additional Results
D.1 Ablation Study

Here, we provide the full results of the ablation study on three
datasets, including Baby, Tiktok and Allrecipes. As shown in Table
5, the key findings are overall consistent with the summarized
results in the main paper. Both the MDDC and CFMR modules are
essential for accurate and fair recommendations, as the exclusion
of either of them leads to a notable performance drop. MoDiCF
achieves the best results, validating the effectiveness of its design.

D.2 Parameter Analysis

Apart from the four key hyperparameters analyzed in Section 5.2.3,
several other parameters exist in the proposed MoDiCF, including
the balance parameters a; and a3, fusion weights 1 and 6, the
number of layers L, the number of the attention heads H and the
dimensionality dj,. Although they are not covered in the main
paper due to space limitations, this section presents a series of
experiments to offer a comprehensive analysis of them.

Impact of balance parameters. We vary the values of @; and
ay within {n x 0.1} and have the performance recorded in Figures

1We thank the authors of [20] for providing us with the source code.
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Table 5: The full results of the ablation study.

Baby Tiktok Allrecipes
Variants Recall F Fryse Recall F Fryse Recall F Fpyse
K=10 K=20 K=10 K=20 K=10 K=20 | K=10 K=20 K=10 K=20 K=10 K=20 | K=10 K=20 K=10 K=20 K=10 K=20
MMoDICF-D+M | 5.12 839 8707 8969 108 089 | 473 770 8707 9154 094 077 | 1.68 3.26 8602 9205 033 033
MoDiCF-D+Z 514 832 8691 8699 109 088 | 462 7.8 87.24 9036 092 072 | 119 247 8753 8869 024 025
MoDiCF-D+R 475 756 8617 8932 101 080 | 3.62 648 8528 90.15 072 065 | 192 286 8809 9191 038  0.29
MoDiCF-D+N 519 838 8663 89.80 110 088 | 413 723 8656 9113 082 072 | 156 272 8860 9201 031 027
MoDiCF-con 467 750 8191 8957 098 079 | 382 768 8532 89.39 076 076 | 233 322 8939 9179 046 032
MOoDiCF-C 519 842 8618 8758 109 089 | 561 866 8628 8971 111 086 | 221 359 8771 9052 044 035
MoDIiCF-D-C+M | 495 808 8597 8639 104 085 | 470 759 8540 8849 093 075 | 215 325 8405 89.04 043 032
MoDiCF 551 876 87.24 90.12 116 092 | 594 929 8815 9227 118 092 | 2.56 3.65 94.12 9221 051 036
Table 6: Comparison of various extensions of MoDiCF based on representative MMRec models.
Baby Tiktok Allrecipes
Variants Recall F Fuse Recall Fruse Recall F Fryse
K=10 K=20 K=10 K=20 K=10 K=20 | K=10 K=20 K=10 K=20 K=10 K=20 | K=10 K=20 K=10 K=20 K=10 K=20
MoDiCF 551 876 8724 9012 116 092 | 594 929 88.15 92.27 1.18 092 | 2.56 3.65 9412 9221 051 036
MG 510 822 8438 8874 107 086 | 501 771 8210 8809 100 077 | 158 264 8591 8936 031 026
MoDiCFw/MG | 521 841 8689 89.93 109 088 | 545 842 8725 9058 108 084 | 242  3.04 9324 9180 048  0.30
DiffMM 511 824 8553 8921 107 087 | 473 760 8550 89.68 094 076 | 207 305 8756 8876 041 030
MoDiCF w/ DiffMM | 540 852 8630 89.90 113 089 | 579 9.09 8680 89.63 115 090 | 247 321 9353 8978 049 032
9, 0 . . .
ool p— L0 with H set to 8, 4 and 8, respectively, for the Baby, Tiktok and
9] —— S B N :
0sl TN A . 091 * - Allrecipes datasets.
S mpact o e dimensionality. We var e dimensionality d,
Fruse fuse Impact of the d lity. We vary the d lity d
0‘3 from {2”}2: 4- As shown in Figure 8 (g), the performance becomes
700 02 04 06 08 10 relatively stable when d > 128 on all three datasets. Therefore, we
a. . .
(bz) set dp, = 128 in our experiments.
10%
09/ E Case Study
F . . . .
f“;: We randomly select an item from the Tiktok dataset with two miss-
03 ing modalities: text and audio modalities. We first evaluate the
- - - - - . modality completion quali comparing it with two incomplete
00 02 04 (;06 08 1.0 dality pletion quality by p t with t plet
(@ MMRec methods, measuring the mean square error between the
0" . .
10 ground truth and the completed multimodal data. Note that, MILK is
E 0.9 not comparable here, as it does not explicitly learn representations
fuf)e4r from incomplete data. It is evident from Figure 6 that, benefiting
from the well-designed MDDC module, MoDiCF achieves the best

0.3 ——————
16 32 64 128 256 512

) (&
Figure 8: Impacts of balance parameters (a) a1, (b) a2, fusion
weights (c) , (d) 9, (e) the number of layers L, (f) the number
of attention heads H and (g) the dimensionality d,,.

(e)

8 (a) and (b). We can find that ; and oy are relatively more stable
on the Baby and Allrecipes datasets, while they lead to a clear
performance drop when a; > 0.7 and a2 > 0.4 on Tiktok dataset.

Impact of fusion weights. For the fusion weights 1 and §, we
vary their values within a range of {n x 0.1}. From Figures 8 (c)
and (d), we can observe that a larger value of 1 could lead to a
performance decline, particularly on the Tiktok dataset. On the
other hand, § has a less significant impact on performance, with
the optimal results occurring when § is around 0.3.

Impact of the number of layers. We test the value of L from 1
to 6 in increments of 1. As shown in Figure 8 (e), the optimal perfor-
mance is achieved when L = 2. Beyond this point, the performance
gradually declines.

Impact of the number of attention heads. We explore the
number of attention heads, H, with values from the set {2"};11:0. The
results in Figure 8 (f) show that the optimal performance occurs
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data completion quality. Additionally, we compare the recommen-
dation exposure of this item across different methods. Since the
unimodal RS method LightGCN [11] is not affected by visibility
bias, we use its exposure as the ideal fairness reference. As we can
observe, MoDiCF shows the highest exposure for this incomplete
item, closely aligning with the reference method LightGCN. These
results indicate the effectiveness of our method in enhancing data
completion and addressing visibility bias.

F Extensibility of MoDiCF

The proposed MoDICF framework possesses strong extensibility,
and it can be easily instantiated into various specific models by
taking different MMRec models as the multimodal recommender.
In this section, we present the comparison results of two MoDiCF
variants based on two representative MMRec models: MG [60]
and DiffMM [14]. As shown in Table 6, both variants demonstrate
significant improvements in recommendation accuracy and fairness
over their respective original models, validating the effectiveness
of the MoDiCF framework design for handling incomplete MMRec.
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